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W ithin a few years, cer- 
 tainly before the end  
 of the decade, attorneys 
 engaged in trust advo-

cacy will use artificial intelligence 
programs with advanced large lan- 
guage and generative capabilities,  
enhanced by emergent planning  
capacity. The programs will princi- 
pally guide pre-negotiation strategic 
planning and perhaps secondarily  
support tactical decision-making dur-
ing mediations. 

When that time comes, attorneys 
will face the specter of becoming 
passive, albeit beneficial, recipients  
of a form of intelligence they will 
not fully understand. They will not  
know how AI operates: how it sorts 
through unimaginably vast bits of 
data, selects from among them and  
formulates Delphic pronouncements.  
They will risk abdicating control 
without fully grasping that they are 
doing so. To avoid this relegation, 
they should endeavor to acquire and 
retain the ability to obtain both an 
explanation from AI of how it for- 
mulates its pronouncements and the  
opportunity to obtain a second op- 
inion from AI if the first seems ques-
tionable.

In practice, neither explanation  
nor opportunity will likely be forth-
coming. Yet, once adopted by one 
attorney, all in the technocratic so- 
ciety will come to employ AI. Pre-
ceding acceptance, however, certain 
issues await resolution.

Goal identification
Before the creation of term papers 
for stressed students and briefs for  
well-intentioned attorneys, AI entered 

popular consciousness through its 
application to the strategy board 
games of chess and  Go. Played 
universally, the games are appreci-
ated for their seeming complexity. 
The eventual emergence of AI’s 
superiority in the games occurred 
over two decades. A brief examina-
tion of that progression illuminates 
some of the challenges of applying 
AI to trust advocacy.

For the games, the requirements 
for victory are relatively easy to 
grasp: the capture of the opposing  
player’s king in chess and the con-
trol of more territory than the ad-
versary in Go. In trust mediation, the 
concept of winning is a distraction.

In elemental terms, the goal in 
the latter may be conceived as the 

resolution of an underlying dispute 
over a trust on terms that are ac-
ceptable to the participating par-
ties. But each trust-related dispute 
is different. What is resolution? 
What are acceptable terms?

Furthermore, in trust mediation, 
the goal may be subjective, lacking 
rational basis. Greed, hubris and 
fear are all emotions that influence 
parties. Attorneys seek to account 
for their existence. Yet their perni-
cious presence may not become 
evident until an impasse is reached 
in negotiations.

To find application in trust me-
diation, AI programs consequently 
must be designed to accommodate 
multiple goals that may be influenced 
by subjective factors that defy easy  
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description and explanation. Although  
daunting, accounting for the influ-
ence of amorphous emotional impe- 
diments nonetheless will not be in-
surmountable.

Ironically in this context, AI, like 
Spock of Star Trek, is impervious 
to emotion. Anxiety, apprehension 
and insecurity are not embedded in  
its operating systems. It functions 
without the restrictive impulses of 
fear or shame, assimilating only the 
logical.

AI programs thus build on objec- 
tively discernable elements. The 
critical facet of trust mediation in  
this respect is that the ascertain- 
ment of goals can be done objec-
tively for three interrelated reasons: 
Settlement terms will usually not 
exceed those achievable through 
trial, the determination of probable 



trial results can be deduced object- 
ively, and the comparison of proposed 
settlement terms with probable trial 
results can similarly be accomplished 
objectively.

In this way, the objectively achiev- 
able constrains the subjectively de- 
sirable. If a mediation proposal falls 
within the range of a probable trial 
result, settlement should follow. Of  
course, a party could reject seem- 
ingly favorable settlement terms for  
inexplicable reasons. But in most 
instances, a party will not risk a 
self-destructive loss of inheritance. 
As Machiavelli reflected centuries 
ago, “[M]en more quickly forget 
the death of their father than the 
loss of their patrimony.”    

Program networks 
If AI programs for trust mediation 
can be conceived on a foundation of  
objectively ascertainable elements,  
their development will be inevitable 
because the challenge to mathema- 
ticians to create them will be irresi- 
stible. The art of negotiation follows 
game theory. Game theory derives 
from mathematics. Mathematics 
imbues the soul of AI.

The progression of AI applications  
from chess to Go lends further 
support for this sense of inevita-
bility. In 1997, after a setback the 
prior year, an IBM supercomputer  
named Deep Blue defeated then-
world chess champion Garry Kas-
parov in a six-game match, 3 1/2 to 
2 1/2. In 2016, AlphaGo, a program 
developed by Google DeepMind, 
won four of five games against Lee 
Sedol, one of the strongest players 
in the history of Go.

The passage of nearly 20 years be- 
tween these matches underscores 
the differences in complexity be- 
tween chess and Go. Although more 
“kinds of pieces are involved in 
chess than in Go, the latter is vastly  
more complex in actual play. In chess, 
about 400 moves are possible after 
the first two; in Go, after the first two  

moves, about 130,000 are possible. 
In total, more moves may be made in  
Go than exist atoms in the universe.

During the years from one match  
to the other, an exponential expan- 
sion of computing power accompa-
nied by a corresponding increase 
in programming ingenuity fueled 
progression from the brute-force 
AI employed by Deep Blue to the 
kind of AI displayed by AlphaGo. 
In the latter instance, what today are  
deemed large language and gener- 
ative capacities were brought to- 
gether in ways that enabled the 
program not only to absorb the data 
to which it had access, but also in 
effect to learn from internal simu- 
lations using that data. Hence, ap- 
plications of that sort perhaps should 
more accurately be designated as 
generative artificial, or GAI, instead 
of AI alone.

As a remarkable facet of that gen- 
erative capacity, glimpses of intuitive 
creativity revealed themselves amid  
demonstrations of enormous com-
puting power. AlphaGo had strata of  
big data and search networks, upon  
which the moves of countless prior  
games were entered into vast mem- 
ory banks for replay in subsequent 
games based on probabilistic calcu- 
lations by a ferociously fast search 
algorithm. But AlphaGo also had 
layered into its networks an algo-
rithm that mimicked human intu-
ition. Indeed, in the second game, 
which it won, AlphaGo made a move 
that, as revealed by internal data, 
had only a one in 10,000 probability  
of play by any human. That sublime  
moment, now famously identified 
simply as Move 37, provided a fore- 
shadowing of creative thought not 
previously evident in AI.

Thus, facets of intuition and cre-
ativity can be built into AI. Move 37 
confirms that they will.

Data retrieval
Chess and Go have their own un-
ique notation systems that enable 

games to be reported for subsequent 
review by players of any level of 
proficiency anywhere in the world. 
Now virtually all games played in 
any tournament are reported, of-
ten instantaneously.

These records, spanning almost 
two centuries for chess and decades  
for Go, gave the developers of Deep 
Blue and AlphaGo access to data 
encompassing thousands of games. 
Once entered in memory banks, 
the data became available for retrie- 
val through robust search networks.

Data about trust litigation may 
also be recorded, somewhere, but 
not necessarily accessible in easily 
transcribable form. The data, how-
ever, eventually will be retrieved 
from petitions for approval of set-
tlement agreement and trial state-
ments of decision.

Settlement agreements themselves  
will be difficult to access and mine 
due to the confidentiality with which 
they are cloaked. Inferences about 
settlement terms, however, may be  
gleaned indirectly. After successful 
mediation, to foreclose later chal-
lenges and to obtain judicial oversite  
for enforcement, attorneys often file  
petitions for approval of settlement 
agreements. The petitions may be  
found in official court records. They 
usually contain summaries of the 
matters in dispute. They may also 
allude to the terms with which the 
parties are expected to abide.

Trial statements of decision, also 
filed in official court records, may 
be another source of relevant data. 
From their factual findings and ju-
dicial conclusions, reasonable de- 
ductions can be made about the 
probable judgment that could be 
rendered in similar proceedings. 
These probability determinations 
can serve to temper wildly inflated 
expectations that can animate par-
ticipants in mediations arising in 
disputes like those that have been 
decided through trial.

Providers of alternative dispute 

resolution services may perhaps 
also be a source of relevant data. 
Even though their records are con- 
fidential and proprietary, they never- 
theless have a keen interest in tech-
nological developments that affect 
them. AI developers thus may be 
able to forge agreements with them 
to share redacted data that does 
not reveal privileged information.

Overlay of networks
Eventually and inevitably, as these 
issues are answered, AI programs 
will be developed that hold the 
promise of facilitating the work of 
attorneys engaged in trust advo-
cacy. The architectural structure 
of the programs will consist of an 
overlay of network algorithms de-
signed to perform multiple functions, 
among which will include ones that:

• Identify mediation goals
• Analyze probable trial outcomes 

if settlement is not attained
• Organize data about media-

tions and trials
• Calculate fees and costs of me-

diation and, alternatively, trial
• Estimate when a trial may be 

calendared if settlement is not at-
tained

• Mimic intuitive thought about 
subjective impediments to resolution 
in trust mediations (derived from large  
language searches of articles and 
other materials written by attorneys  
engaged in related fields)

• Provide a search function to 
retrieve relevant data in a hierar-
chical order.

When these AI programs emerge, 
attorneys will find themselves com- 
pelled to use them, because unavoid-
ably they will be there. When that 
occurs, attorneys will be bewildered 
by the gift they have been given. 
AI will not explain itself. Nor will 
AI offer second opinions. Whether  
attorneys can coexist and even co-
evolve with AI will dictate where this 
challenging journey of discovery 
will lead.
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